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Abstract. This paper discusses an important characteristic of restricted-

domain question-answering (RDQA): the issue of low precision in find-
ing good answers. We propose methods for improving precision using
domain-specific terminology and concept hierarchy to rearrange the can-

didate list and to better characterize the question-document relevance

relationship. Once this relationship has been well established, one can
expect to obtain a small set of (almost) all relevant documents for a

given question, and use this to guide the information retrieval engine
in a two-level search strategy. The methods proposed here have been

applied to a real QA system for a large telecommunication company,

yielding significant improvements in precision.

1 Introduction

This paper presents our research in the development of a question-answering

(QA) system for a restricted domain. The system's goal is to reply to customer's

questions on services offered by Bell Canada, a major Canadian telecommunica-

tion corporation. Although grounded within a specific context, we try to reveal

general problems and develop a general methodology for restricted-domain QA

(RDQA).

Although work in RDQA dates back to the early years of Artificial Intelli-

gence, the domain has only recently regained interest in the research community.
RDQA performs QA on a specific domain and often uses document collections

restricted in subject and volume. Often integrated in real-world applications,

RDQA, especially systems working on free text corpora (rather than on struc-

tured databases), provides many interesting challenges to natural language en-

gineering. Real questions have no limit on form, style, category, and complexity.
In addition, a RDQA system often has to deal with the problem of low precision

in finding a correct answer for a given question.

In this paper, we discuss the main characteristics of RDQA, and present a

series of methods to improve the precision performance of our system. These
methods were not developed specifically for our project at hand but always

considered in a general perspective of RDQA.
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2 Restricted-Domain QA (RDQA)

In the early days of Artificial Intelligence, work in QA typically addressed
restricted-domain systems working over databases (e.g., [1] and [2]). However, at
the end of the last decade, interest in QA has been stirred up by the availability

of huge volumes of electronic documents, especially the WWW, and of power-

ful search engines. Within this context, researchers have been most attracted

to open-domain QA, driven by the TREC and DARPA initiatives. Most work

has been performed on finding precise and short answers to factoid questions.
However, as QA is applied to more practical tasks, it has become apparent that

this orientation cannot satisfy the requirements of practical applications. It is
RDQA, re-emerging recently, that brings out a set of new directions to the do-

main. Expected to carry out QA principally in real-life contexts, particularly in
industrial and commercial applications, RDQA has to deal with real and very
difficult problems. It is no surprise that RDQA is regaining attention these days

at the research level, as evidenced by, e.g., [3–5]. Some typical work on RDQA
include the LILOG project that answers questions on tourist information [6], the
ExtrAns system working on Unix manuals [7], WEBCOOP also on tourist in-

formation [8], and the system of [9] working on the telecommunications domain.

Techniques developed for open-domain QA, particularly for TREC competi-

tions, are not that helpful in RDQA. Indeed, RDQA has several characteristics
that make it different from open-domain QA:

Restricted Document Collection In RDQA, the document collection is typi-

cally restricted in subject and in volume. By definition, the domain of knowledge

and information of interest is predefined, and often very narrow. The working
document collection is normally much smaller in size than that of open-domain

QA systems. In addition, it is often homogeneous in style and structure.

Scarcity of Answer Sources A consequence of a restricted document collec-
tion is the scarcity of answer sources. Redundancy of answer candidates for a

given question is exploited extensively in open-domain QA systems as one prin-

cipal method to determine the right answer. The situation is contrary in RDQA.

As the documents often come from only a few sources, they do not likely have
repeated contents. Information about a specific issue is typically referred to in

only a few areas of the documents, and the system will not have a large retrieval
set abundant of good candidates for selection. [10] shows that the performance of
a system depends greatly on the redundancy of answer occurrences in the docu-
ment collection. For example, they estimate that only about 27% of the systems

participating in TREC-8 produced a correct answer for questions with exactly
one answer occurrence, while about 50% of systems produced a correct answer

for questions with 7 answer occurrences. (7 is the average answer occurrences
per question in the TREC-8 collection.) Scarcity of correct answers explains why
low performance on precision is a general concern for RDQA systems.
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mapping-then-okapi. Results showed that improvements are not as good as those

obtained by other methods. See details in [14]. The two experiments suggest that
expanding candidates helps improve the precision, but not so much unless it is
combined with other methods. We have not yet, however, carried out experiments

of combining candidate expansion with re-ranking.

5 Conclusion and Future Work

RDQA, working on small document collections and restricted subjects, seems to

be no less difficult a task than open-domain QA. Due to candidate scarcity, the

precision of a RDQA system, and in particular that of its IR module, becomes a

problematic issue. It affects seriously the entire success of the system, because if
most of the retrieved candidates are incorrect, it is meaningless to apply further

techniques of QA to refine the answers.

In this paper, we have discussed several methods to improve the precision of

the IR. module. They include the use of domain-specific terminology and con-
cept hierarchy to rearrange the candidate list and to better characterize the

question-document relevance relationship. Once this relationship has been well

established, one can expect to obtain a small set of (almost) all relevant docu-

ments for a given question, and use this to guide the IR engine in a two-level

search strategy.

Also, long and complex answers are a common characteristic of RDQA sys-

tems. Being aware of this, one can design an appropriate system which is more

tolerant to answer size to achieve a higher precision, and to avoid the need of

expanding a short but insufficient answer into a complete one.

Good improvements achieved when applying our methods to a QA system

for Bell Canada shows that these methods are applicable and effective. Although

the experiments were grounded in a real-world situation, we have tried to build

the strategies as general and as modular as possible in order to develop a general

methodology for the task of RDQA.

Many problems on the precision performance of a RDQA system have been

suggested in this paper. First, there is the problem of how to build a good answer.

We have worked with finding correct answers. However, a correct answer may not

be good, because it may be vague, lengthy, superfluous, etc. The ultimate goal of

QA is to find answers that satisfy the questioner's needs rather than just correct

ones, and we are currently working on this problem. Second, there is the problem

of how to analyze an arbitrary question into semantic and logical parts (entities

mentioned in the question and their relationships, pre-suppositions, problem

context, question focus, etc.) so that the system has a better understanding of

what is being asked. Third, the general problem in Natural Language Processing,

of analysing free text at any level. Here, work performed in automatic topic

detection and content segmentation may be helpful to identify relevant answers.

Certainly, these also constitute problems of open-domain QA if one wants to

explore the domain further than the typical factoid questions.
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